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Abstract: Data Anonymization is always being a subject of researchers 
in the last few years. Privacy Preserving Data Mining, i.e. the study of 
data mining side-effects on privacy, which receives an increasing 
attention from the research community. Privacy-preservation data 
publishing has received lot of attention, as it is always a problem of 
how to secure a database of high dimension. In much organization 
where large number of confidential data is available, such data must 
be secured. The personal data may be misused, for a variety of 
purposes. In order to alleviate these concerns, a number of techniques 
have recently been proposed in order to perform the data mining 
tasks in a privacy-preserving way. There are several anonymization 
techniques available such as generalization and bucketization that are 
designed for privacy preservation of microdata publishing. But it has 
been seen that for high dimension data generalization looses the 
information, bucketization on other hand does not prevent 
membership disclosure. We present another anonymization technique 
known as Slicing. The significance of using slicing is that it can handle 
high dimension data. Slicing preserves better data utility than 
generalization and also prevents membership disclosure. This paper 
focus on effective method that can be used for providing better data 
utility and can handle high-dimensional data. 
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I. INTRODUCTION 
Today most of the organizations need to publish microdata. 
Microdata contain records each of which contains 
information about an individual entity, such as a person or 
a household. Many microdata anonymization techniques 
have been proposed and the most popular ones are 
generalization with k-anonymity and bucketization with l-
diversity. In both methods attributes are into three 
categories, some of them are identifiers that can be 
uniquely identified such as Name or security number, some 
are quasi-identifiers. These quasi–identifiers are set of 
attributes are those that in combination can be linked with 
the external information to reidentify such as birthdate, sex 
and zip code and the third category is sensitive attributes, 
this kind of attributes are unknown to the opponent and are 
considered sensitive such as disease and salary. These are 
three categories of attributes in microdata. In both the 
anonymization techniques first identifiers are removed 
from the data and then partitions the tuples into buckets. 
Generalization transforms the quasi-identifying values in 
each bucket into less specific and semantically constant so 
sthat tuples in the same bucket cannot be distinguished by 
their QI values. In bucketization, one separates the SA 
values from the QI values by randomly permuting the SA 
values in the bucket .The anonymized data consist of a set 
of buckets with permuted sensitive attribute values. The 
identity of patients must be protected when patient data is 
shared. Previously we used techniques using k-anonymity 

and l-diversity. Existing works mainly considers datasets 
with a single sensitive attribute while patient data consists 
multiple sensitive attributes such as diagnosis and 
treatment. So both techniques are not so efficient for 
preserving patient data. So, we are presenting a new 
technique for preserving patient data and publishing by 
slicing the data both horizontally and vertically. Data 
slicing can also be used to prevent membership disclosure 
and is efficient for high dimensional data and preserves 
better data utility. 

II. RELATED WORK

To improve the disclosure of the patient data and to 
preserve better data utility sliced data is more efficient 
when  compared to generalization and bucketization. In 
case of generalization [9] , it is shown that generalization 
loses considerable amount of information especially for 
high dimensional data. In order to perform data analysis or 
data mining tasks on the generalization table, the data 
analyst has to make the uniform distribution assumption 
that every value in a generalized set is equally possible and 
no other distribution assumption can be justified[11]. This 
significally reduces the data utility of the generalized data. 
In generalizes table each attribute is generalized separately, 
correlations between different attributes are lost. This is an 
inherent problem of generalization. In case of 
bucketization, it has better data utility than generalization 
but does not prevent membership disclosure. Secondly 
bucketization publishes the QI values in their original 
forms, an opponent can easily find out whether an 
individual has a record in the published data or not. This 
means that membership information of most individuals 
can be inferred from the bucketization table. Also 
bucketization requires clear separation between QI and SI 
values .By separating the sensitive attributes from the 
quasi-identifying attributes, bucketization breaks the 
attribute correlation between the QIs and SAs. However in 
many data sets it is unclear that which attributes are QI’s 
and which are SA’s. 
So, bucketization is also not so efficient for preserving 
microdata and publishing. Slicing has some connections to 
marginal publication [15], both of them release correlations 
among a set of attributes. Slicing is quite different from 
marginal publication. First, marginal publication can be 
viewed as a special case of data slicing which does not 
have horizontal partitioning. Therefore correlations among 
attributes in different columns are lost in marginal 
publication. 
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III. BASIC IDEA OF DATA SLICING 
In this paper, we introduce a new method, called DATA 
SLICING. This method partitions the data both horizontally 
and vertically. Vertical partitioning is done by grouping 
attributes into columns based on the correlations among the 
attributes. Each column contains a subset of attributes that 
are highly correlated. Horizontal partitioning is done by 
grouping tuples into buckets. At last, within each bucket, 
values in each column are randomly permutated to break 
the association between different columns. The core idea of 
data slicing is to break the association cross columns, but to 
preserve the association within each column. This reduces 
the dimensionality of the data and preserves better data 
utility than bucketization and generalization. Data analysis 
methods such as query answering can be easily viewed on 
sliced data. Data slicing method consists of four stages. 
They are 
1. Partitioning attributes and columns 
2. Partitioning tuples and buckets. 
3. Generalization of buckets 
4. Matching the buckets. 
 
In the first stage, an attribute partition consists of several 
subsets of A, where each attribute belongs to exactly one 
subset. A column is nothing but a subset of attributes. 
Consider only one sensitive attribute S, if the data contains 
multiple sensitive attributes, one can either consider them 
separately or consider their joint distribution [13]. The 
column that contain sensitive attribute is called as the 
sensitive column. Remaining column contains only quasi 
identifying attributes. In the second stage, partitioning of 
tuples is taken place, each tuple belongs to exactly one 
subset and the subset of tuples is called a bucket. In the 
third stage, column generalization is done. A column 
generalization maps each value to the region in which the 
value is contained. In the last stage we have to check 
whether the buckets are matching. 
 

IV. PROPOSED WORK 
1. Problem Statement: Database privacy is a 
concept that is important to organizations and private 
citizens alike. Privacy professionals also can secure storage 
systems against theft involving servers, hard drives, 
desktops and laptops. Organizations should ensure that 
storage management interfaces and all database backups, 
whether on-site or off-site, maintain their integrity. If 
attacks on a database occur, it is an organization's 
responsibility to take defensive measures. This might first 
entail the immediate classification of data according to 
importance. Then, encryption methods might be employed 
to help protect applications and data based on their 
sensitivity levels. Of course, the best method of protecting 
a database's privacy is prevention. One method of database 
privacy protection might include assessing a database 
regularly for exploits and signs that it has been 
compromised. If an organization can detect exploits or 
indications of database compromising before the threat 
becomes real and unmanageable, the database might be 
able to be rectified with little and reversible damage. 
 

2. Goals: An important research problem is for 
handling high-dimensional data. As per the above, Privacy 
Preservation for high dimensional database is important. 
There are two popular data anonymization technique 
Generalization and Bucketization. These techniques are 
designed for privacy preserving microdata publishing. Our 
Proposed work includes a slicing technique which is better 
than generalization and bucketization for the high 
dimension data sets.Slicing preserves better data utility than 
generalization and can be used for membership 
disclosure protection. 
 

V. DATA SLICING 
1. Overview 
The overall method of slicing has been discussed above. 
The original microdata consist of quasi identifying values 
and sensitive attributes. In figure 1 patient data in a 
hospital. The data consists of Age, Address, Id, Sex, 
Zipcode, disease. Here the QI values are {age, sex, 
zipcode} and the sensitive attribute is {disease}.A 
generalized table replaces values. 
 

 
(a) Original Table 

Generalization replaces a value with a “less-specific but 
semantically consistent” value. Three types of encoding 
schemes have been proposed for generalization: Global 
recoding has the property that multiple occurrences of the 
same value are always replaced by the same generalized 
value. Regional record is also called multi-dimensional 
recoding (the Mondrian algorithm) which partitions the 
domain space into non- intersect regions and data points in 
the same region are represented by the region theyare in. 
Local recoding does not have the above constraints and 
allows different occurrences of the same value to be 
generalized differently. Generalization consists of 
substituting attribute values with semantically consistent 
but less precise values. For example, the month of birth can 
be replaced by the year of birth which occurs in more 
records, so that the identification of a specific individual is 
more difficult. Generalization maintains the correctness of 
the data at the record level but results in less specific 
information that may affect the accuracy of machine 
learning algorithms applied on the k-anonymous dataset.  
In generalization there are several recordings. The recoding 
that preserves the most information is “local recoding”. In 
local recoding first tuples are grouped into buckets and then 
for each bucket, one replaces all values of one attribute 
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with a generalized value, because same attribute value may 
be generalized differently when they appear in different 
buckets. 

 
(b) Generalized Table 

Bucketization[14,15] first partitions tuples in the table into 
buckets and then separates the quasi identifiers with the 
sensitive attribute by randomly permuting the sensitive 
attribute values in each bucket. The anonymized data 
consists of a set of buckets with permuted sensitive 
attribute values. In particular, bucketization has been used 
for anonymizing high dimensional data. However, their 
approach assumes a clear separation between QIs and SAs. 
In addition, because the exact values of all QIs are released, 
membership information is disclosed. We show the 
effectiveness of slicing in membership disclosure 
protection. For this purpose, we count the number of fake 
tuples in the sliced data. We also compare the number of 
matching buckets for original tuples and that for fake 
tuples. This example show that bucketization does not 
prevent membership disclosure as almost every tuple is 
uniquely identifiable in the bucketized data. 
In bucketization also attributes are partitioned into 
columns, one column contains QI values and the other 
columnmcontains SA values. In bucketization, one 
separates the QI and SA values by randomly permuting the 
SA values in each bucket. In some cases we cannot 
determine the difference between them two. so it has one 
drawback for microdata publishing. It also does not prevent 
membership disclosure. 

 
(c) Bucketized Table 

To improve the current state of the art in this paper, we 
introduce a novel data anonymization technique called 
slicing [1]. Slicing partitions the data set both vertically and 
horizontally. Vertical partitioning is done by grouping 
attributes into columns based on the correlations among the 
attributes. Each column contains a subset of attributes that 
are highly correlated. Horizontal partitioning is done by 

grouping tuples into buckets. Finally, within each bucket, 
values in each column are randomly permutated (or sorted) 
to break the linking between different columns. The basic 
idea of slicing is to break the association cross columns, but 
to preserve the association within each column. This 
reduces the dimensionality of the data and preserves better 
utility than generalization and bucketization. Slicing 
preserves utility because it groups highly correlated 
attributes together, and preserves the correlations between 
such attributes. Slicing protects privacy because it breaks 
the associations between uncorrelated attributes, which are 
infrequent and thus identifying. Note that when the data set 
contains QIs and one SA, bucketization has to break their 
correlation; slicing, on the other hand, can group some QI 
attributes with the SA, preserving attribute correlations 
with the sensitive attribute. The key intuition that slicing 
provides privacy protection is that the slicing process 
ensures that for any tuple, there are generally multiple 
matching buckets. Slicing first partitions attributes into 
columns. Each column contains a subset of attributes. 
Slicing also partition tuples into buckets. Each bucket 
contains a subset of tuples. This horizontally partitions the 
table. Within each bucket, values in each column are 
randomly permutated to break the linking between different 
columns. Slicing does not require the separation of those 
two attributes. The basic idea of slicing is to break the 
association cross columns, but to preserve the association 
within each column. This reduces the dimensionality of 
data and preserves better utility. Slicing partitions the 
dataset both horizontally and vertically. Data slicing can 
also handle high-dimensional data. It provides attribute 
disclosure protection. 

 
(d) Sliced Table 

 
VI. SLICING ALGORITHMS: 

Our Algorithm of “Slicing”, is presented below:  
1.Load Dataset; 
2.Attribute Partition And Column 
3.Process Tuple Partition And Buckets 
4.Slicing  
5.Undergo Column Generalization  
6.Do Matching Buckets  
7.Duplicate An Attribute In More Than One Columns  
8.End; 
Our algorithm consists of three phases:  

 attribute partitioning 
 Column generalization. 
 And tuple partitioning. 
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An attribute partition consists of several subsets of A, 
such that each attribute belongs to exactly one subset. Each 
subset of attributes is called a column. Specifically, let 
there be columnsC1, C2, . . . , Cc, Thenµ l=1 = Ci =A  and 
for any 1≤ i1 ≠ i2 ≤ c, Ci1 ∩ Ci2 = Ø For simplicity of 
discussion, consider only one sensitive attribute S. If the 
data contain multiple sensitive attributes, one can either 
consider them separately or consider their joint distribution 
[25]. Exactly one of the c columns contains S. Without loss 
of generality, let the column that contains S be the last 
column Cc. This column is also called the sensitive column. 
All other columns {C1, C2,…..Cc-1} contain only QI 
attributes. 
In the second phase, tuples are generalized to satisfy some 
minimal frequency requirement. We want to point out that 
column generalization is not an indispensable phase in our 
algorithm. As shown by Xiao and Tao [19], bucketization 
provides the same level of privacy protection as 
generalization, with respect to attribute disclosure. 
Although column generalization is not a required phase, it 
can be useful in several aspects. First, column 
generalization may be required for identity/membership 
disclosure protection. If a column value is unique in a 
column (i.e., the column value appears only once in the 
column), a tuple with this unique column value can only 
have one matching bucket. This is not good for privacy 
protection, as in the case of generalization/bucketization 
where each tuple can belong to only one equivalence-
class/bucket. The main problem is that this unique column 
value can be identifying. In this case, it would be useful to 
applycolumn generalization to ensure that each column 
value appears with at least some frequency. 
In the tuple partitioning phase, tuples are partitioned into 
buckets, no generalization is applied to the tuples.Algo. 1 
gives the description of the tuple-partition algorithm. The 
algorithm maintains two data structures: a queue of buckets 
Q & a set of sliced buckets SB. Initially, Q contains only 
one bucket which includes all tuples and SB is empty. For 
each iteration, the algorithm removes a bucket from Q and 
splits the bucket into two buckets [1].If the sliced table 
after the split satisfies l-diversity, then the algorithm puts 
the two buckets at the end of the queue Q. Otherwise, we 
cannot split the bucket anymore and the algorithm puts the 
bucket into SB (line 7). When Q becomes empty, we have 
computed the sliced table. The set of sliced buckets is SB 
(line 8).The main part of the tuple-partition algorithm is to 
check whether a sliced table satisfies ‘l-diversity (line 5). 

(1) Tuple-partition Algorithm 

Algo. 2 gives a description of the diversity-check 
algorithm. For each tuple t, the algorithm maintains a list of 
statistics L[t] about t’s matching buckets. Each element in 
the list L[t]contains statistics about one matching bucket B: 
the matching probability p(t,B) and the distribution of 
candidate sensitive values 
D(t,B) 

(2) The diversity-check algorithm.

VII. EXPERIMENTAL RESULT

An important research problem is for handling 
highdimensional data. As per the above, Privacy 
Preservation for high dimensional database is important. 
There are two popular data anonymization technique 
Generalization and Bucketization. These techniques are 
designed for privacy preserving microdata publishing. Our 
Proposed work includes a slicing technique which is better 
than generalization and bucketization for the high 
dimension data sets. 

Fig. a  shows that the original datasets graph in which 
100% means full record is shown. No any field is missing. 
In fig. b graph shows generalized dataset in which it divide 
in three groups considering any Q values. In fig, c 
bucketizaion process is shown in graph. In fig. d  original 
dataset is converted in sliced dataset which is one fourth of 
them. 

Fig(a) Original Dataset    Fig(b) Generalized Dataset 

Fig (c) Bucketized Dataset        Fig(d) Slicing Dataset 

Algorithm tuple-partition (T, ℓ) 
1. Q = {T}; SB = ∅.
2. While Q is not empty
3. Remove the first bucket B from Q; Q = Q − {B}.
4. Split B into two buckets B1 and B2, as in Mondrian.
5. If diversity-check (T, Q ∪ {B1, B2} ∪ SB, ℓ)
6. Q = Q ∪ {B1, B2}.
7. Else SB = SB ∪ {B}.
8. Return SB.

Algorithm diversity-check (T, T_, ℓ) 
1. For each tuple t ∈ T, L[t] = ∅.
2. For each bucket B in T_
3. Record f (v) for each column value v in bucket B.
4. for each tuple t ∈ T
5. Calculate p (t, B) and find D (t, B).
6. L[t] = L[t] ∪ {p (t, B), D (t, B)}.
7. for each tuple t ∈ T
8. Calculate p (t, s) for each s based on L[t].
9. If p (t, s) ≥ 1/ℓ, return false.
10. Return true.
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VIII. CONCLUSION 
In this paper, we present a new anonymization method that 
is data slicing for privacy preserving and data  publishing. 
Data Slicing overcomes the limitations of generalization 
and bucketization and preserves better utility while 
protecting against privacy threats. We illustrate that how 
slicing is used to prevent attribute disclosures. The general 
methodology of this work is before data anonymization one 
can analyze the data characteristics in data anonymization. 
The basic idea is one can easily design better 
anonymization techniques when we know the data 
perfectly. Finally, we have showed some advantages of 
data slicing comparing with generalization and 
bucketization. Data slicing is a promising technique for 
handling high dimensional data. By partitioning attributes 
into columns, privacy is protected. 
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